Performing a regression analysis

Tuesday, 26 February 2019 6:00 PM

¢ By the end of the lesson | would hope that you have an understanding and be able to apply to questions
the following concepts:
* Know how to perform a regression analysis
* Know how to complete the required number of steps for a good regression analysis
* Know how to write a detailed report

RECAP:

In the last lessons we looked at how we can create a least squares line to some bivariate data.
We learned how to create the equation of the least squares.

Later in the course we are going to use this equation to help us predict values.

But, for now, we need to know how to take some data and perform a regression analysis.

A Recipe for Success

We all love a good recipe when baking. We trust that someone has thought of
the very best way to make the cake or meal we are preparing. So, when Maths
gives us a recipe, then lets make sure we follow it.

Here is the recipe for a perfect regression analysis:

1. Construct a scatterplot to investigate the nature of an association

2. Calculate the correlation coefficient to indicate the strength of the
relationship

3. Determine the equation of the regression line

4. Interpret the coefficients the y-intercept (a) and the slope (b) of the least
squares line y=a+bx

5. Use the coefficient of determination to indicate the predictive power of
the association

6. Use the regression line to make predictions

7. Calculate residuals and use a residual plot to test the assumption of
linearity

8. Write a report on your findings.

The good news is ... much of the above you already know how to do.
1 will fill in the gaps for the things you don't know as we proceed through the lesson.

Some data

Always a good idea to have some data to use to analyse.

As this course is linked to the Cambridge Further Mathematics Units 3 and 4 course, I'm going to use the
data they provide. It relates age and price (dollars) of a second hand car.

Age (years) Price (dollars) | Age (years) Price (dollars)

1 32500 4 19200
1 30500 5 16 000
2 25 600 5 18400
3 20000 6 6500
3 24300 7 6400
3 22000 7 8500
4 22000 8 4200
4 23000

Remember: It's important to get the explanatory and response variables the correct way.

Explanatory: Age
Response: Price (dollars)

STEP 1: Construct a scatterplot to investigate the nature of an association

We can use the CAS for this ...

This is what we end up with:



© Edit Calc SetGraph @ Toom Analysis Calc ¢ © Zoom Analysis Calc &
P9 8 (3 653 R 21 (D N S B D D }J»]FI_ ELxlomlrelw]=
ane price  |listd [« I i price |liac3 ¥
1 1| 32500 . 1 1] 32300
2 1| 20500 2 1| 20500
1 2| 23600 k| 2| 25600
4 20000 4 2| 20000
5 a| 24300 5 3| 24300
? 3| 22000 i 3| 22000
a| zzon0 =D [* |
a 4] 23000 I
H 1| 15200 3 [+ ] 5
0 5| 18000 [ 1Bl=
1 5| 18400 = 2 g
12 6| 8500 Ty B g
13 7| B400 o o
1" 7| =500 uoa
15 4| 4200 B & i
1§ = e SElcl
17 2
18 = 1 2 3 £l 5 E ki E]
(103 | | (=] | 9 R
n :l 1 H E] £l 5 5 T [
| 16= IEEES B
Red At Standard | | |Red  Auto | @] Red  Auto a

From the scatter plot we can see there is a negative linear association but is it weak, moderate or strong?

STEP 2: Calculate the correlation coefficient to indicate the strength of the relationship

Ask the calculator to calculate the value of the Pearson's correlation coefficient!
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Hence we can now describe the association as a strong negative linear association between the price of the car and

its age with no clear outliers.

‘We now have the first part of the report!

There is g strong negative linear association between the price of these second-hand cars and their age (r=-0.964).

STEP 3: Determine the equation of the regression line

Mow we use the calculator to find the values for the equation of the least sguares line.
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This information has already been given to us with the

screen that gave me the value of r.
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Motice the difference it makes when we have the formula the "wrong way around”
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Hence, the equation of the least squares regression line using the formula y = a + bx:

price = 35134 — 3935 x age

| note, with interest, that the Cambridge book has this as:

price = 35100 — 3940 x age

Response variable Explanatory variable

STEP 4: Interpret the coefficients the y-intercept (@) and the slope (b) of the least squares line y=a+bx

This is one of the most importants steps in writing the report.
This shows you understand the work and are not just regurgitating it.

To be able to fully understand you need to understand what gradient really is.

We know that it's rise over run but it's more important than that.
It is really telling us by how much the response variable changes for one unit increase in the explanatory variable.

)

price = 3510 age
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Gradient relates how one unit increase in the
explanatory variable changes the response variable.

In the above example we know the gradient is =3940,

P
This means for every increase of onen age, the i the car will reduce by $3940.

Mow we need to know how to interpret the intercept.

The intercept is used to describe the size of the response variable for a starting value of the explanatory
variable.

Hence, in the example:

price 35100 }- 3940 x age

When the age of the car was 0 years, the
price was 535, 100

STEP 6: Use the regression line to make predictions

The whole point of deing this is to predict values of the response or explanatory variable outside of the
data items we have been given.

We can now do this using the formula for the least sguares regression line.

Using the least squares regression line from our example, what would the price be of a car which is 5.5

wasre Ald?
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We can now do this using the formula for the least sguares regression line.

Using the least squares regression line from our example, what would the price be of a car which is 5.5

years old?

price = 35100 — 3940 x age

They have given us the age in the gquestion.
Use the CAS to find the answer.
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Hence, the price of the car at 5.5 years old would
be 513, 430
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‘Warning: Will Robinson

The Further Maths exams love asking questions about whether the data you predict is good or not!
What they are really asking is whether you understand what it means by interpolation and
extrapolation.

When we predict using data inside of the range of values we were given, then we are interpolating it.
This is generally seen as more accurate than is we predict from data outside of the range we were given.
When we do this, we are extrapolating the data.

So, using ages between 1 and B years old, we are interpolating the data.
If we are asked to use ages older than 8 years old we are extrapolating the data.

STEP 5: Use the coefficient of determination to indi the predictive power of the association

We are nearing the end of collecting the data for the analysis.
If you remember, we have alse learned about the coefficient of determination which is the percentage value of how accurate it
is to predict the value of the response variable from the explanatory variable.

We know that:

Coefficient of determination = (correlation coef ficient)®

045

Using our example, we know that:
X |DD
—
Coefficient of determination = r® = 0.964% = 0,930 o
Interpreting this value we know that we can now write the following in our report. P

The value of the coe
the variation in the a|

STEP 7: Calculate residuals and use a residual plot to test the assumption of linearity

We logked, in the last video, at how the least squares line comes from the residual values.
These values were the difference between the actual data point and the value the least squares line would "predict".

—r

Q- od - pd

—

s‘ iil::’ Jetermination suggests th@ﬂhe wariation observed in the grice in dollafs can be explained by
ge gar.

[ A
\lw ) P
]n,{'upﬂo.f\w

g,kafsﬁdnw

iy



& - od - d

To be able to find the residual value of any point, we use a simple formula.

Residual value = actual data value — predicted value

Continuing to use the example, if | wants to find the residual value of 2 car which is 6 years old:

We know that the actual data item from the table shows the car to be 56, 500

Age (years) Price (dollars) | Age (years) Price (dollars)
1 32500 4 19 200
1 30 500 5 16 000 G
2 25 600 5 18 400
3 20000 6
3 24300 7
3 22000 7 8500
4 22000 8 4200
4 23000

We can use the least sguares regression line to find the predicted value:

b

price = 35100 — 3940
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The predicted value is 511, 460

Hence the residual is -54960
Mote: These values can be negative!

Residual value = actual data value — predicted value

Residual value = 6500 — 11460 = —4960
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This means the value of the car is actually 55000 less than we would have predicted!
Testing the assumption of linearity

We alwavs need tn fest to see if the data is linear

G

SoD

S Il kD



This means the value of the car is actually 55000 less than we would have predicted!

Testing the assumption of linearity

We always need to test to see if the data is linear.
Remember, one of the key assumptions made comes from the following list:

+ The data is numerical
+ The association is linear
* There are no clear outliers

We can use the CAS to do a simple test for the assumption of linearity using a residual plot.

The steps are:

1. Add a residuals column to your data.

2. Graphs the residuals
3. Lock for any pattern (or lack of!}
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Make sure this is empty
and has a title

This will then plot the data for you of age against price.
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We need the CAS to change this to Age vs Residual (list3) so we need to SetGraph and change the
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Finally click the graph button
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Change this to list3
Then click Sat.



& Zoom Anelysis Calc +

EER ) E R E

ame price  |list3
] 20 25600 -166G4
4 3 20000 -33249
5 3 24300{971.22
B 3 22000
7 422000
B 4 2300036
Cal-
[ Bl= 3
¥
a
S
- = [ E Here is your residual plot!
P S B S S /
o a o
a
n
[% [t
Rad  Auto o

Linearity is assumed when the residual plot has no clear pattern (essentially they are randomly scattered
around the zero line).

As the above has no clear pattern, we can assume linearity.

STEP B: Write a report on your findings.

Writing a clear and detailed report covering all the steps above with appropriate statistics is very important!
Below is the suggested report from Cambridge:

From the scotterplot we see that there is a strong negative, linear association between the price of o second hand car
and its age, r=-0.964. There are no obvious outliers.

The equation of the least squares regression line is: price =35100-3940= age.

The slope of the regression line predicts that, on average, the price of these second-hand cors decreosed by 53940 each
year.

The intercept predicts that, on average, the price of these cars when new was 535100,

The coefficient of determination indicates that 93% of the variation in the price of these second-hand cars is explained
by the variation in their oge.

The lack of a clear pattern in the resit plot conf the ion of a linear igtion between the price and
the age of these second-hand cars.

Repeat the above for any question, and | don't see how you can't score full marks!
Remember: The values placed in the report are what makes this a good report.

VCAA Exam Question on this concept
= 2017 Paper 1
=,

Use the following information to answer (hestions 810
The scatterplot below shows the wrisr circumference and amkle circumfzrence, both in centimetres, of 13

peaple. A least squares line has been fitted to the with ankle i s the v
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Question §
The equation of the least squares line 15 closest 1o
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Question 9
When the least squares line on the scatterplot is used to predict the wrist circumference of the person with an
ankle circumference of 24 cm, the residual will be closest to = f % - 408
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VCAA Exam Question on this concept
d =] 2018 Paper 1
=]

The scatterplot below displays the resting pulse rate, in beats per minute, and the time spent exercising,
in hours per week, of 16 students. A least squares line has been fitted to the data.

- Cos - hd- pred
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(beats per minute)
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Question 7 a— o ‘
Using this least squares line to model the association between resting pulse rate and time spent exercising,
the residual [or the student who spent four hours per week exercising is closest o
A, —2.0 beats per minute. =
—1.0 beats per minute.

. —0.3 beats per minute.
D. 1.0 beats per minute.
E. 2.0 beats per minute.

y

Question &

The equation of this least squares lne 15 closest to
A_resting pulse rate = 67.2 - 091 = fime speal exescising
B. “—restine paliesale =632 =t HiTinespenrerescising
C.  resting pulse rate = 68.3 — 0,91 = jime speni exercising
9 resting pulse rate = 68.3 — 1,10 = fime spent exercising

resting pulie rage = 672 41
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